British Journal of Mathematics & Computer Science

12(1): 1-15, 2016, Article no.BJM CS.19209
ISSN: 2231-0851

SCIENCEDOMAIN international

www.sciencedomain.org SCIENGEDOMAIN

M achine I nterference Problem with Reliable Server under
Multiple Vacations Policy

S. A. Ojobor and N. O. Ogini*

'Department of Mathematics and Computer Science, Facultyieric®s Delta State University,
Abraka,Nigeria.

Article Information

DOI: 10.9734/BIJMCS/2016/19209
Editor(s):
(1) Qiang Duan, Information Sciences & TechnologpBrtment, The Pennsylvania State University, USA.
(2) Paul Bracken, Department of Mathematics, The Unityeo$ Texas-Pan American Edinburg, TX 78539, USA.
Reviewers:
(1) Jui-Ling Yu, Providence University, Taiwan.
(2) Khalil Kassmi, Mohamed Premier University, Morocco.
(3) Anonymous, Technical University of Ostrava, Czech uddp.
(4) Radek Matusu, Tomas Bata University in ZIin, Czeelpublic.
Complete Peer review Historfattp://sciencedomain.org/review-history/11530

Original Research Article Received: 30 May 2015
Accepted: 20 August 2015
Published: 24 September 2015

Abstract

The machine interference problem with reliable server unudtiple vacations policy is considered.
There are M similar machines that are subject to breaks with a single server who is responsible ffor
repairing the failed machines under multiples vacations.faited machines arrive for service according
to Poisson distribution with rafe The service time distributions of the failed maeisiare assumed to be
exponentially distributed with state dependent servicepateshere n is the number of failed machings.
The differential difference equations obtained for theabddi server is solved through in MATLAB to
obtain transient probability for the system. The trarigieobabilities are used to compute the operational
measures of performance for the systems. The effectslofef rate, service rate and vacation length|for
the system were studied. We show that with the same eseawatieu, failure rateh and vacation lengtb,

as the number of operating machine in the system incre@sestiance also increases. We also found
that the variance under multiple vacations system is Blitgds than that of single vacation. This means
that the multiple vacations models may be preferradeéasingle vacation. The result also shows that the
CPU time for the machine interference problem with bidiaserver under single vacation is slightly
lower than that of machine interference problem witlhiareliable server under single vacation policy.

Keywords: Transient solution; machine interference probleriabke server; multiple vacations; ODE45
in MATLAB.
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1 Introduction

This article discusses the machine interference probldmanieliable server under multiple vacations. In
the machine interference problem there are M group of meshinder the supervision of a single repairer
who attends to the failed machines when they break downr undéiple vacations. In the machine
interference problem the repairer (server) repairsbtib&gen down machine to make it operational. If there
are one or more broken down machines and the repairer is &paiyimg broken down machine when
another broken down machine needs service we say thenmaactarferes with each other’s service [1].

In the reliable server with multiple vacations, if theéseno failed machine waiting for service after a
vacation, the server immediately leaves for anotheati@t. This pattern continues until he returns from
vacation to find at least one failed machine waiting ieugufor service.

Also [2] studied the reliability characteristics of aahime interference system with M identical machines
and S warm standby machines with one removable server.erhevable server operates an N-policy.
Failed machines are allowed to renege (a failed machme ba removed from the queue without being
serviced) when the servers are busy. Laplace transfochmitpies were used to derive the explicit
expressions for both the reliability function and the ni@ae to system failureJain et al. [3] studied a
similar system but used a recursive method to obtainystate measures of performance. Jain [4] used a
recursive method to study the multi-server machine fertence problem. In the system examined, the
number of servers changes depending on the queue length. Costrfsinatire derived based on the average
number of customers in the system. Jain et al. [5] extetidedtudy to include mixed standbys (either cold
or warm standbys) balking and reneging. Two modes ofréadtithe machines were considered.

Further [5] studied the machine repair problem with regalat reserved servers. The system has both
regular and standby machines so that failed machinemarediately re/placed by standbys if available. The
standby machines consist of both warm and cold. The failechimes may balk or renege. The matrix
geometric method was used to obtain transient state mesasii performance and a procedure for
determining the optimal number of warm and cold standbghimas required for the desired level of quality
of service was proposed. Jain et al. [5] obtained transésntts for the machine repair problem with regular
and reserved servers where failed machines can balk grerefige system has provision for the use of warm
and cold standby machines and the reserved servers aeel tom following a threshold policy. Further, a
fixed number of functioning machines are required for théesydo function in normal model otherwise it
will operate in short mode. Jain and Upadhyaya [6] obtainesldgtstate measures of performance for a
similar system.

Jain and Kumar [7] considered a machine repair problemstongsf two heterogeneous servers and mixed
spares (warm and cold) in the system. The two repaiicae go on vacation using two different N policies.
Further, the two repairmen are used under different conditieailed machines are immediately replaced by
spare machines (either a cold or a warm spare). Aveiticontrol policy was used to introduce the servers
into the system. Recursive method was applied to deeaglgtstate measures of performance.

Ojobor [8] considered machine interference problem witbliable server under single vacation. The server
in his system is reliable, that is the server is alwamts/e. He shows that the breakdown and repair rate of
server in [9] have slight effect on the expected numbéilefd and operating machines.

Ojobor [10] considered transient solution of machine interfee problem with an unreliable server under
multiple vacations policy. Their server is unreliableattis when the server is active it can break down.
Anytime the server breaks down it is immediately repaifiée server goes on multiple vacations. These
motivate us to examine the machine interference prohiligima reliable server under multiple vacations.

The purpose of this paper is first to produce transient pildgebr the machine interference problem with
reliable server under multiple vacations. The transiembadilities obtain are used to find various
operational measures of performance for the system. Tloadéx to compute the CPU time for obtaining
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the transient solution for the multiple vacations poli€iie third is that, apart from finding the expected

number of failed and operating machine we also obtaindhance and standard deviation of the number of
failed and operating machines in the system which prevamtkors did not obtain. This problem was

suggested by [11].

2 Mathematical Formulations

We shall use the same notation given by [12].

The state of the system is described at epoch t byanables namely: the number of failed machine in the
system and the state of the server. Considering the transitiahsccur in the system, the recurrence
relations for the state probabilities for the multiplecations is derived. To implement the relations, we
assume that the numbers of failed machines in the systefinite.

A computer program which is implementable in MATLAB ([18)written to provide transient results for
the machine interference problem with reliable server twmt go on multiple vacations. Various
performance measures for the machine interference prokitanneliable server are then derived.

2.1 ASSUMPTIONSAND NOTATIONS

(i) Let the state of the system at epoch t be denoted bl (=0, 1; 0<n<M; wherei is the state of the
server, and is the number of failed machines in the system. When tlersis on vacation=0,
when the server is activel

(i) The machines fail or arrive for service accordingagsBon distribution with rate

(iif) The failed machines are service (repaired) accordinggoresntial distribution with ratg,

(iv) When there is no failed machines queueing for service tiwersgoes on multiple vacations of
random length. The vacation length is exponentially distribwittdparamete#.

(v) Lastly, the number of breaks down machine in the systdimitis.

M number of operating machine
A failure rate of an operating machine

M, State dependent service rate of a failed machine wersgl, =1+ % That means if we have

five failed machines in the system, the service ratdsbe p, = 1.2y, = 1.4,4, = 1.6,4, =
1.8 and y, = 2.0.

0 Length of vacation of server

Py () The probability that there are n failed machines insirstem when the server is on vacation
at time t

P, ,(t) The probability that there are n failed machine in shstem when the server is active at
time t

N(t) The exact number of failed machines in the system atttime

Y (t) The server state at time t

0 server on vacation

where Y(t) = { . .
(®) 1 server is active
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2.2 Mathematical For mulation

The process{{ (t), N(t) : t = 0} is a bivariate process. It is a continuous time Markov process on a state
space

s={(0,n):n=0,12,..,M}uU{(1,n):n =0,1,2,.., M}, State 1,0 is not admissible because the system is
never active when there is no failed machine.

We define the probabilities

Py (t) = prob{Y(t) = 0,N(t) = n}
and

Py, (t) = prob{Y(t) = 1,N(t) = n}

3 Reliable Serverswith Multiple Vacations

On the machine interference problem with reliable servesha#l derive transient probability under multiple
vacations policy. The probability that there is no faiedchine when the server is on multiple vacations in
the interval [t, t+h] is obtained as follows: consider stege of the system between t and t+h, first podsibili
is that at epoch t the system is on multiple vacations faileel machine arrive and no service completion
during the interval t and t+h. This has probabiHgy (t)[1 — M3h].

The second possibility is that at epoch t the systeactive with one failed machine serviced. There is
service completion during the interval t and t+h. This hasgtnitityP; 4 (¢)[uh].

HenceP, o(t + h) = Py o (t)[1 — Mah] + P, 1 () [y h]
From which we obtain

Poo(t) = =(MA)Pyo(t) + py Py 1 (t) oY)
The probability that there is n failed machines wherstrger is on multiple vacations in the interval [t, t+h]
is obtained as follows: consider the state of the sybtemeen t and t+h, the first possibility is that at époc
t the system is on multiple vacations with n failed machiemed no service completion during the interval t
and t+h. This has probability

Pyn(®)[1 — (M —n)>h][1 — 6h].

The second possibility is that at epoch t the systemmisnultiple vacations with one server, one failed
machine arrive and no service completion during the iatérand t+h. This has probabilRy,,_, (t)[(M —
n+1)4[1-64].
HenceP, ,(t + h) = Py, (£)[1 — (M — n)3h][1 — 6h] + Py 1 (O [(M — n + 1)3R][1 — 6h]
From which we obtain
Poy() = —(6 + (M =)D Py (t) + (M —n + 1)AP, 51 (t) @
1<nsM-1

The probability that there aid failed machines when the server is on multiple vacatiorthe interval [t,
t+h] is obtained as follows: consider the state of ffstesn between t and t+h, the first possibility is that at
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epoch t the system is on multiple vacations wWitHailed machines and no service completion during the
interval t and t+h. This has probability, (t)[1 — 6h].

The second possibility is that at epoch t the systemnisnultiple vacations with one server, one failed
machine arrive and no service completion duringtiterval t and t+h. This has probabilify 5, (£)3h.

From which we obtain

Poy(£) = —60Pg () + AP g1 () (3

The probability that there is one failed machine when #ges is active serving failed machine in the
interval [t, t+h] is obtained as follows: consider theesta the system at time t and t+h, the first possybisit
that at epoch t the system is active and one failechimads serviced during the interval t and t+h. This has
probability P, ; (£)[1 — [(M — 1) + p,]hl.

The second possibility is that at epoch t the sysgeattive, the second failed machine is serviced and server
did not break down during the interval t and t+h. This has pitityaP; , (t)u,h .

The third possibility is that at epoch t the systemdsawultiple vacations to attend to the failed machine in
the system during the interval t and t+h. This has probabyit(t)éh.

HencePy 1 (t + h) = P (O)[1 = [(M — DX+ py]h]l + PO pzh + Py, (t)6h
From which we obtain

P1,1’(t) =P ,(t) [—[(M -1Di+ H1]] + P (Ou, + Py (8)6 4)

The probability that there is n failed machine when the sésvactive in the interval [t, t+h] is obtained as
follows: consider the state of the system between t amdfte first possibility is that at epoch t the system is
active with n failed machines and no service completionnduthe interval t and t+h. This has
probability Py ,, (t)[1 — [(M — n)3 + u,]hl.

The second possibility is that at epoch t the systeactive, one failed machine arrives and no service
completion during the interval t and t+h. This has probatiity_, (t)[M — n + 1]3h.

The third possibility is that at epoch t the systenadtive and one failed machine is serviced during the
interval t and t+h. This has probabil®y,, 1 (t) 1 h.

The fourth possibility is that at epoch t the serverdsawultiple vacations to attend to the failed machines
during the interval t and t+h. This has probabilgy, (t)6h.

Hence
Pat+h) =P ()1 —[(M—n)d+ pu]h]l + Py () [M —n 4+ 113k + Py 1 (O ptnerh + Py (£)0R
From which we obtain
Pin(®) = PLa(©[~[(M = )3 + ] + Py 1 (OIM = 1+ 113 + Py g (Dttngs + Pon(0)0
2<n<M-1 (5)

The probability that there aid failed machines when the server is active in the intety&ti] is obtained
as follows: consider the state of the system between t+#dndtte first possibility is that at epoch t the



Ojobor andOgini; BIMCS, 12(1): 1-15, 2016; Article no.BJIMC®09

system is active witiM failed machines and no service completion during the intervadi t&h. This has
probability Py 4 (t)[1 — (up)hl.

The second possibility is that at epoch t the systeactive, one failed machine arrives and no service
completion during the interval t and t+h. This has proltgtii ,,_, (t)3h.

The third possibility is that at epoch t the server the eaweltiple vacations to atterM failed machines in
the system during the interval t and t+h. This is the lakdfanachine in the system. This has probability
Py (t)6h.

Hence Py (t + h) = Py (D[1 — (um)h] + Pry-1(£)3h + Py (£)6R

From which we obtain

Pi,M(t) =Py @ [=um)] + PLy—1@O3+ Py u(6)6 (6)

For the machine interference problem with reliable sewvefer multiple vacations policy the numbers of
equation to be solved ist2M.

The state transition diagram for the system is given gn Ei Note that the system we considered is finite
state space.

O P,
R CD
OO

Fig. 1. The statetransition diagram for the machine inter ference problem with reliable server under
multiple vacations policy

4 Numerical Solutions

The transient solutionP;,(t);i =0,1and 0 <n < M (whereP;, is not an admissible state) for the
machine interference problem with reliable server unddtiphe vacations is obtained by solving the set of
transient state Chapman-Kolmogorov differential- diffeeereguations (1) to (6). We use MATLAB
program to find the numerical solutions of the differentiifiference equations above. We set t=20 seconds.
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The transient state results for the reliable server franutk that of [12] steady state results are compared in
Table 5. The number of equations, parameters and time speocdnputation are reduced in our model
compared to [12]. This shows that our model is good.

The expression for the expected number of failed machin€s &pected number of operating machine
E[O], expected length of vacation the server has E[V]eetqul idle period E[l] and the expected number of
busy periods E[B] are calculated with the expressionsngbelow:

M M
EIFI®) = ) nPon(®) + ) nPun(®)
n=0 n=0

E[0](t) = M = E[F](8)

E[I](t) = P,(t) is always zero because state 1,0 is not admissiblehemefore its probability equals to
zero.

M

EVI() = ) nPyu(®)

E[B](t) = 1 - E[I](t) — E[v}(t)

Machine availabilityM. A.= 1 — %

Operative utilizatior0. U.= E[B](t)

Variance: The variance of the number of broken down machine anduimber of operating machines are
calculated by using the expression

M M

GHO) = ) WP (O + ) 1Py (0) = [EE@)
n=0 n=0

Where
E(F(t)) = Xn—onPoy () + X_onPy ()

4.1 Transient Resultsfor M achine I nterference Problem with Reliable Server under
Multiple Vacations

Tables’ 1-4 show results from MATLAB for the operational amgres of performance for the system.
Following from [10] the model is running for sufficient #m. The results are presented to four decimal
places.

Table 1 shows the expected number of operating machine3, EhéOexpected number of failed machines
E(F), expected number of vacations the server has E(V), expdigeokeriod E(I), the machine availability
(M.A.) and operative utilization (O.U.) for the machiimterference problem with a reliable server under
multiple vacations policy with the following paramet@r).15,0=1, i, =1.1, M=10. We run the model for
sufficient time t (until transient state probabilities noder varies with time), after some time the successive
values of the measures of performance were no longgingarthis means that the transient results were
close to the steady state results. The results arenpeelsi® four places of decimal in Table 1.

Similarly, varying the service rafeand the numbers of machines M in the system we alsero#d after
some time that the successive values of the measuresfafipence were no longer varying; which means
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that the transient results were close to the steads statlts. The results are presented to four places of
decimal in Tables 2-4.

Table 1. Some performance measures for different values of t for the multiple vacations policy with
4=0.15,0=1, y=1.1, M=10

t E(O) E(F) E(V) M.A. o.U.

0 10.0000 0.0000 0.0000 1.0000 1.0000
1 8.5105 1.4895 0.5947 0.8510 0.4053
2 7.7708 2.2292 0.3664 0.7771 0.6336
3 7.4148 2.5852 0.2695 0.7415 0.7305
4 7.243¢ 2.756¢ 0.2249 0.7244 0.7751

5 7.1630 2.8370 0.2037 0.7163 0.7963
6 7.125¢ 2.874: 0.1934 0.7126 0.8066

7 7.1094 2.8906 0.1883 0.7109 0.8117
8 7.1025 2.8975 0.1858 0.7103 0.8142
9 7.100: 2.899¢ 0.1846 0.7100 0.8154

10 7.0995 2.9005 0.1840 0.7099 0.8160
11 7.099¢ 2.900¢ 0.183¢ 0.7100 0.816:

12 7.1000 2.9000 0.1837 0.7100 0.8163
13 7.1004 2.8996 0.1836 0.7100 0.8164
14 7.1007 2.8993 0.1837 0.7101 0.8163
15 7.1009 2.8991 0.1837 0.7101 0.8163
16 7.104( 2.899( 0.183; 0.710: 0.816:

17 7.1011 2.8989 0.1837 0.7101 0.8163
18 7.1012 2.8988 0.1837 0.7101 0.8163
19 7.1012 2.8988 0.1837 0.7101 0.8163
20 7.1012 2.8988 0.1837 0.7101 0.8163

Table 2. Some performance measures for different values of t for the multiple vacations policy with
4=0.2,0=1, y,=1.1, M=9

T E(O) E(F) E(V) M.A. o.U.

0 9.0000 0.0000 0.0000 1.0000 1.0000
1 7.293¢ 1.706¢ 0.5619 0.8104 0.4381

2 6.4664 2.5336 0.3273 0.7185 0.6727
3 6.074 2.925: 0.2263 0.6750 0.7737

4 5.8958 3.1042 0.1798 0.6551 0.8202
5 5.8177 3.1823 0.1581 0.6464 0.8419
6 5.785: 3.214; 0.1478 0.6428 0.8522

7 5.7730 3.2270 0.1429 0.6414 0.8571
8 5.769( 3.231( 0.1406 0.6410 0.8594

9 5.7683 3.2317 0.1396 0.6409 0.8604
10 5.7688 3.2312 0.1391 0.6410 0.8609
11 5.7695 3.2305 0.1390 0.6411 0.8610
12 5.7702 3.2298 0.1389 0.6411 0.8611
13 5.770; 3.229: 0.1389 0.6412 0.8611

14 5.7711 3.2289 0.1389 0.6412 0.8611
15 5.7713 3.2287 0.1390 0.6413 0.8610
16 5.7715 3.2285 0.1390 0.6413 0.8610
17 5.7716 3.2284 0.1390 0.6413 0.8610
18 5.771¢ 3.228: 0.139( 0.641: 0.861(

19 5.7716 3.2284 0.1390 0.6413 0.8610
20 5.7716 3.2284 0.1390 0.6413 0.8610
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Table 3. Some perfor mance measuresfor different values of t for the multiple vacations policy with
4=0.35,0=1, y,=1.1, M=8

t E(O) E(F) E(V) M.A. 0.U.

0 8.0000 0.0000 0.0000 1.0000 1.0000
1 5.626( 2.374( 0.4895 0.7032 0.5105

2 4.5525 3.4475 0.2420 0.5691 0.7580
3 4.108¢ 3.891: 0.1355 0.5136 0.8645

4 3.9436 4.0564 0.0891 0.4930 0.9109
5 3.8852 4.1148 0.0687 0.4857 0.9313
6 3.865: 4.134; 0.0598 0.4832 0.9402

7 3.8591 4.1409 0.0559 0.4824 0.9441
8 3.857¢ 4.142; 0.0542 0.4822 0.9458

9 3.8581 4.1419 0.0535 0.4823 0.9465
10 3.8587 4.1413 0.0532 0.4823 0.9468
11 3.8594 4.1406 0.0531 0.4824 0.9469
12 3.8598 4.1402 0.0530 0.4825 0.9470
13 3.860: 4.139¢ 0.053( 0.4825 0.947(

14 3.8603 4.1397 0.0530 0.4825 0.9470
15 3.8605 4.1395 0.0530 0.4826 0.9470
16 3.8605 4.1395 0.0530 0.4826 0.9470
17 3.8606 4.1394 0.0530 0.4826 0.9470
18 3.860¢ 4.139 0.053( 0.482¢ 0.947(

19 3.8606 4.1394 0.0530 0.4826 0.9470
20 3.860¢ 4.139 0.053( 0.482¢ 0.947(

The results in Tables 1-4 are compared with those ¢fifilPable 5.

Table 4. Some perfor mance measuresfor different values of t for the multiple vacations policy with
3=0.3,0=5, n,=1.1, M=6

t E(O) E(F) E(V) M.A. 0.U.

0 6.0000 0.0000 0.0000 1.0000 1.0000

1 4.386( 1.614¢ 0.2678 0.7310 0.7322

2 4.0004 1.9996 0.1709 0.6667 0.8291
3 3.8402 2.1598 0.1471 0.6400 0.8529
4 3.7622 2.2378 0.1375 0.6270 0.8625
5 3.7224 2.2776 0.1330 0.6204 0.8670
6 3.701¢ 2.298: 0.1307 0.6170 0.8693

7 3.6910 2.3090 0.1295 0.6152 0.8705
8 3.6853 2.3147 0.1289 0.6142 0.8711
9 3.6823 2.3177 0.1286 0.6137 0.8714
10 3.6808 2.3192 0.1284 0.6135 0.8716
11 3.679¢ 2.320 0.1283 0.6133 0.8717

12 3.6795 2.3205 0.1283 0.6133 0.8717
13 3.679: 2.320; 0.128: 0.613: 0.871¢

14 3.6792 2.3208 0.1282 0.6132 0.8718

15 3.6791 2.3209 0.1282 0.6132 0.8718

16 3.679: 2.320¢ 0.128: 0.613: 0.871¢

17 3.6790 2.3210 0.1282 0.6132 0.8718

18 3.679( 2.321( 0.128: 0.613: 0.871¢

19 3.6790 2.3210 0.1282 0.6132 0.8718

20 3.6790 2.3210 0.1282 0.6132 0.8718
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Table 5. Comparing system char acteristics of [12] resultswith our transient resultsfor thereliable
server multiple vacations policy |1

a=0.05 Ke[12] Transent Ke[12] Transent Ke[12] Transent Ke[12] Transent

p=10 results results results  results results results results  results
(.9) (0.15,1.0 0.151.0 (0.2,1.0 (0.2,2.0 (0.351.0 (0.351.0 (0.3,5.0 (0.3,5.0
M 10 10 9 9 8 8 6 6

E(F) 2.8974 2.8988 3.2358  3.2283 4.1560 4.1394 2.3678 2.3210
E(0) 7.1026 7.1012 57642  5.7717 3.8440 3.8606 3.6322  3.6790
E(v) 0.1937 0.1837 0.1434  0.1390 0.0525 0.0530 0.1370  0.1282
E(D) 0.004( 0.000( 0.004:  0.000( 0.004% 0.000( 0.004:  0.000(

M.A. 0.7103 0.7101 0.6405  0.6413 0.4805 0.4826 0.6054  0.6132
O.U. 0.802: 0.816: 0.852:  0.861( 0.9421 0.947( 0.8587  0.871¢

Var 0.4754 0.5831 0.9251 0.2689
STD 0.6895 0.7636 0.9618 0.5186

Where Var is variance and STD is standard deviation.

4.2 Discussion

Table 5 shows the steady state measures of performataiaesbusing the methodology proposed in this
article and the steady state results of [12] for thitiple vacations policy. The result shows that there are
slight differences in the values obtained by the proposedadeind those obtained using [12]. This error is
attributed to the inherent accuracy of the ODE45. Howehernumber of equations, parameters and time
spent on our computation is reduced in our machine interfengrublem with reliable server compared to

that of [12]. This shows that our model is good. We also pedasults for the variance and standard
deviation for the machine interference problem which [12]rditiproduce. We also found that the failure

rate of machines affect the variance of the expected nuofitfailed machines in the system. As the failure

rate of machines increases the variance also increaserv@lalso that E(D) is zero for the transient results
for all parameters in Table 5. This is so because ouesdoes not break down while [12] does.

For the machine interference problem with reliable seaveler multiple vacations policy there &€M
equations in the system, we observe thaMag 100, the CPU time is also less than 2 seconds Table 6. We
also observe that there is a relationship between the eruofibnachines in the system and the CPU time.
The actual CPU times observed for different number of mashin the system for the multiple vacations
policy is inputted into linear regression in EXCEL pag& to compute the predicted CPU time for the
system. We found that the predictédU time = a + bM, where a and b are constants andd is the
number of machines. We observe that the predicted CPUdiareindication of the actual CPU time. From
linear regression the valuesof= 1.1044 and b =0.00354

It is also observed that as the number of machine in thierayincreases with the same parameters, the
variance of the expected number of operating machinesralsases. This is true since it is a single server,
as the number of machine increases the server cannotvitbpg@e repair of failed machines in the system.

The figures below correspond to some of the results pesén Tables 1-6 above.

Figs. 2-7 below show the graph of the expected number of failed@erdting machines in the system at
time t with respect to the following parametérgt andé for the multiple vacations policy.

Figs. 2 and 4 show the effect of failure and serviceofitgoken down machines on the expected number of
failed machines in the system. We found that as the éaihte of operating machine increases the expected
number of failed machines increases. We also found thatrébekdown and repair rates of server do not

affect the expected number of operating machines. This isesause the results are closed with slight

difference.
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Table 6. Effect of M on the machine availability and CPU Timefor sufficient value of t for the multiple
vacationspolicy with4 = 0.15,4, =1.1,6 = 1.

M 10 20 30 40 50 100

E(F) 2.8988  7.9884 13.9289 19.8891 25.8499 55.6552
E(O) 7.101: 12.011¢ 16.071: 20.110¢ 241501 44.344¢

E(v) 0.1837  0.0059 0.0000 0.0000 0.0000 0.0000
E(1) 0.0000 0.0000  0.0000 0.0000 0.0000 0.0000
M.A. 0.7101  0.6006 0.5357 0.5028 0.4830 0.4434
o.u. 0.8163  0.9941 1.0000 1.0000 1.0000 1.0000
Var of E(O’ 0.475¢  4.190¢ 13.696:- 28.832¢ 49.563: 237.254.

ACTUAL CPU TIME (secs) 1.1431 1.1792 1.1900 1.2581 1.2842 1.4577
PREDICTED CPU TIMI (secs  1.139¢ 11757 1.210: 1.246: 1.281¢ 1.458¢

Figs. 3 and 5 below show the effect of failure and senate of broken down machines on the expected
number of operating units in the system for the multyaleation policy. We found that the rate at which the
machine fails and are serviced affect the expectetbeu of failed and operating machines in the system.

We also found that as the failure rate of the machines sesethe expected number of operating machines
decreases. We found that the breakdown and repair ratevef dernot also affect the expected number of
operating machines.

We also found that the variance under multiple vacatioskigistly lower than that of single vacation.

The effect of vacation length on the expected number of tipgmaachines and failed machines is shown in
Figs. 6 and 7 below. We found that as the vacation lengtteases, the expected number of operating
machines increases while the expected number of failetiines decreases.

Fig. 2 shows the graph of the effect of failure rate on eegenumber of failed machines for the machine
interference problem with reliable server that can go ortipleilvacations at time t with respect to the
following parameter§ = 1, M=10 p, = 1.1. We observe that as the failure rate of machine inesetie
expected number of failed machines also increases.

A=03
i S
al =02
A=015

Expected number of failed machine
|
|

0 2 4 6 8 10 12 14 16 18 20

Fig. 2. Effect of failurerate of machines on the expected number of failed machinesin the system at
timetwhen 8 =1,M=10, p; = 1.1
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Fig. 3. shows the graph of the effect of failure rateempected number of operating machines for the
machine interference problem with reliable server thaat go on multiple vacations at time t with respect to
the following parameter8@ = 1, M=10 p,; = 1.1. We observe that as the failure rate of machine decease
the expected number of operating machines increases.
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Fig. 3. Effect of failure rate of machines on the expected number of operating machinesin the system
attimet when@ =1, M=10, p; = 1.1

Fig. 4 shows the graph of the effect of service rate onotggperumber of failed machines for the machine
interference problem with reliable server that can go on phelltracations at time t with respect to the
following parameterg=0.15,6 = 3, M=10.

We observe that as the service rate of machine desrdzes expected number of failed machines increases.

3.5
u= 0.6
w= 0.8
é n=71.1
B
&
%
:
18 20

Fig. 4. The effect of servicerate of machines on the expected number of failed machinesin the system
at timet when 2=0.15,0 = 3, M=10

Fig. 5 shows the graph of the effect of service rate xpeaed number of operating machines for the
machine interference problem with reliable server that go on multiple vacations at time t with respect to
the following parameters=0.15,6 = 3, M=10.
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We observe that as the service rate of machine increhsesxpected number of operating machines
increases.

From Figs. 4 and 5, we found that between times 0 to 2, ihvacevariation in the expected number of failed
and operating machines in the system as the servicéncagases, but as the time varies from 2 to 20 the
expected number of operating machines increases witbaserin service rate (Fig. 5). In a similar manner
with decrease in service rate the expected number ofl faiéehines increases (Fig. 4).

Bxoected nunoer of gperating mechine

=1

= 0.8

] A
6_5 L L L L L L L L L I
o) 2 a 6 8 10 12 14 16 18 20

Fig. 5. The effect of servicerate of machines on the expected number of operating machinesin the
system at timet when 4=0.15,0 = 3, M=10

Fig. 6 shows the graph of the effect of vacation length xpeated number of failed machines for the
machine interference problem with reliable server umdeitiple vacations policy at time t with respect to
the following parameters=0.15,6 = 3, M=10.

We observe that as the vacation length of machine desrahe expected number of failed machines
increases.

 §
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Fig. 6. Effect of vacation length on the expected number of failed machinesin the system at timet
when 2=0.15, M=1Q p; = 1.1

13



Ojobor andOgini; BIMCS, 12(1): 1-15, 2016; Article no.BJIMC®09

Fig. 7 shows the graph of the effect of vacation lengthxpeated number of operating machines for the
machine interference problem with reliable server umdeltiple vacations policy at time t with respect to
the following parameters=0.15,6 = 3, M=10.

We observe that as the vacation length of machine increhseexpected number of operating machines
increases.

Figs. 6 and 7 show the effect of vacation length on the expeuotatear of failed and operating machines,
we found that from O to 1 there is no variation in the explectenber of failed and operating machines in
the system as the vacation length increases, but asntaevaries from 1 to 20 the expected number of
operating machines increases with increase in vacatgthgFig. 7). In a similar manner with decrease in
vacation length the expected number of failed machines sesd&ig. 6).
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Fig. 7. Effect of vacation length on the expected number of operating machinesin the system at timet
when 2=0.15, M=10u, = 1.1

5 Conclusions

In this paper, we considered transient analysis of madhiagerence problem with a reliable server under
multiple vacations policy. We adopt the elementary proliglsilgument birth-death process to formulate the
Chapman-Kolmogorov differential equations for the machimerference problem with reliable server
vacation The differential difference equations derivedersolved using ODE45 (Runge-Kutta algorithm for
solving ordinary differential equations) in MATLAB programmitanguage. From the transient solutions
we obtained various performance measures like the eegaamber of operating machine, expected number
of failed machine, expected idle period, expected numberachtion the server has for the machine
interference problem with reliable server under multipdeations. We showed numerical results for the
effect failure rate of machines, service rate ofefhimachines and the number of operating machines. It is
observed that as the failure rate of operating machineases the expected number of failed machines also
increases. It is also notice that the breakdown andrregi@i of the server in [8] have slight effect on the
expected number of failed and operating machines.

We also investigate the effect of CPU time for thachine interference problem with reliable server under
multiple vacation policy.
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